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This paper reports a new method to evaluate the impurity diffusion layers in a metal-oxide­
semiconductor field-effect transistor (MOSFET) cross-section. The technique integrates potential gener­
ation due to the photovoltaic effect and scanning tunneling spectroscopy-atomic force microscopy (STS­
AFM). This potential distribution in a MOSFET cross-section can be fitted to the distribution of the 
impurity concentration measured by secondary ion mass spectroscopy (SIMS). The method is found to 
enable the observation of two-dimensional distributions of impurity concentration. 

1 INTRODUCTION 

In fabricating MOS devices, it is important to 
evaluate the impurity-diffusion-layer and chan­
nel structures, because these structures signifi­
cantly affect device electronic characteristics and 
reliability. One-dimensional evaluations of these 
structures are very often performed by SIMS 
and spreading resistance measurement. Two- (or 
three-) dimensional evaluations are, however, es­
sentiaF to link the device fabrication conditions 
to process/device simulations, and have been per­
formed by using electron beam induced current 
(EBIC)2 and etching delineation methods3 with 
various kinds of acid solution. However, these 
two-dimensional methods lack the resolution for 
evaluating the advanced devices currently being 
developed or that will emerge in the near future. 1 

In attempts to satisfy these requirements, 
many groups have proposed improved techniques 
involving, for example, transmission electron 
microscopy4 /scanning probe microscopy5• 6 after 
dopant-sensitive etching, scanning capacitance 
microscopy (SCM),7 and Kelvin probe force mi­
croscopy (KFM).8 The resolutions of these meth­
ods, however, don't seem to be sufficient yet for 
the requirement. Moreover, the reproducibility of 
the used etching methods is inadequate, and the 
techniques using SCM and KFM, while having re­
cently been improved remarkably, are still under 
development. 7• 8 . 

Consequently, we have applied our STS-AFM 
technique9 , which can directly observe electronic 
properties and topography with high resolution, 
to the evaluation of impurity concentration dis­
tribution in order to get good reproducibility and 
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precisiOn. We obtain a MOSFET cross-section 
image of the potential distribution caused by the 
photovoltaic effect. This image is converted to the 
two-dimensional distribution of impurity concen­
tration. 

2 EXPERIMENT 

The apparatus controls the vertical relative 
position between the tip and specimen by con­
tact AFM, and measures a current-voltage (I-V) 
curve at each (X ,Y) point. The topographic im­
age and electronic-property images derived from 
the I-V characteristics can therefore be obtained 
simultaneously.9 

During measurement, part of the laser beam 
used for detecting the distortion of the AFM can­
tilever is aimed around the measured region of the 
MOSFET cross-section as shown in Fig. 1. This 
is done to produce a potential distribution across 
the well layer and diffusion layers caused by the 
photovoltaic effect, as in a solar cell. Although I­
V curves are in fact measured, a potential image 
is obtained by mapping the value of the bias volt­
age with no current.l0 In this sense, this method 
is a kind of scanning tunneling potentiometry. 

The potential difference due to the photovoltaic 
effect is often written as simple theoretical expres­
sions. For the degenerated n-type region on p­
type silicon, the potential difference with no cur­
rent can be written as 6,({1 ....., kT In NA~eo; , as 

n; 

in a p-n junction solar sell, where N A is the ac­
ceptor impurity density in the well, Nex is the 
excited carrier density, ni is the intrinsic density, 
k is Boltzmann's constant, and T is the tempera-



Figure 1. Experimental set up. The laser beam 
produces potential due to the photovoltaic effect. 

ture. Figure 2 shows good agreement between the 
theory and the experimental results measured by 
the STS-AFM. 
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Figure 2. The relationship between the potential 
difference and the excited carrier density. The 
experimental results are in good agreement with 
the photovoltaic effect theory. 

An LSI chip with n-MOS transistors was used 
for the experiment. The chip was cut and bonded, 
and its cross-section was mirror-polished in order 
to make it flat. We could not detect enough cur­
rent for this cross-section because of contamina­
tion due to the polishing. To remove the con­
tamination, it has to be cleaned by Argon-ion 
sputtering. The sputtering, however, changes the 
electronic properties of the specimen probably be­
cause a lot of surface states as well as crystal dam­
age are generated. For an n-type over p-type sil­
icon surface, the potential difference due to the 
photovoltaic effect and the current ratio at -1-
volt bias voltage change from high values to low 
ones because of the sputtering (Fig. 3). These 
changes are consistent with the increasing num­
ber of surface states, and would make a high­
resolution evaluation quite difficult. However, 
by chemical etching with NH4 0H:H20 2 :H20 = 
(1:1:6), the damaged layer can be removed, and 
the electronic properties recover as shown in Fig. 
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3. Finally, the specimen was dipped in HF solu­
tion to remove native oxide caused by the etching 
solution. Before the measurement, the specimen 
was exposed to air to ensure a native oxide film 
formed on the silicon surface.9• 10 
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Figure 3. Electronic damage caused by Ar+ sput­
tering is removed by the chemical etching. 

3 RESULT 

Figures 4(a) and (b) are the STS-AFM topo­
graphic image and potential image of the n-MOS 
cross-section. The topographic image shows the 
shape of the gate electrode and the edge of the 
crystal silicon. The potential image shows the 
potential distribution continuously changes from 
the p-type well to the n-type diffusion layers. In 
the upper green part of this image, potential can 
not be defined because there is no current. By 
overlaying these images, the relative position be­
tween the gate and the diffusion layers can be 
seen. 

Taking the potential distribution along the 
depth direction in Fig. 4(b) and the concentra­
tion profile measured by SIMS for a similar spec­
imen, the former can be fitted to a logarithmic 
expression of the latter over the wide range be­
low the degenerated concentration (Fig. 5). The 
correspondence is good and is consistent with the 
following theoretical understanding. 

4 THEORY AND DISCUSSION 

Since laser beam irradiation excites many elec­
trons and holes in a semiconductor, band bending 
and the Fermi level become different from those 
of a non-irradiated specimen. In the excited re­
gion, the laser beam increases the minimum den­
sity of holes and electrons up to a value defined 
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Figure 4. Topographic (a) and potential (b) 
images for n-MOS cross-section. By overlaying 
these images, one can see the relative position 
between the gate and the diffusion layers. 

by the laser intensity. Then, the concentration 
distribution for holes and electrons changes and 
band bending becomes weak. Moreover, quasi­
Fermi levels for electrons and holes separate from 
the Fermi level in thermal equilibrium.10 

As shown in Fig. 2, for the degenerated n-type 
region on a p-type well (Region Ill), the potential 
difference depends not on the impurity concentra­
tion, as long as it's degenerated, but on the ex­
ited carrier density and the acceptor density. For 
the region where n-type impurity concentration 
is very small (Region I), the Fermi level of the tip 
should be dose to the quasi-Fermi level for holes 
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Figure 5. The potential distribution along depth 
direction corresponds to SIMS data. 

under the condition of no current. The measured 
potential therefore becomes around zero.l 0 

For then-type medium concentration region on 
a p-type well (Region II), the potential measure­
ment is explained using the band diagram shown 
in Fig. 6. Under the condition of no measured 
current, the ratio of the electrons and holes on 
the extreme surface of the specimen becomes con­
stant. Then the bias voltage Atf> can be written 
as Atf> """ck2T ln ..!L. + C' with some approxima-

e Pex 

tions, 10 where n is the electron density and c and 
C' are constants. Therefore, the measured poten­
tial has a linear relationship to the logarithm of 
the electron density in this region. 

Figure 6. A band diagram for medium concentra­
tion. This shows how potential is measured when 
tunneling current balances. 

Generally, electronic measurement methods for 
impurity concentration measure carrier density 
rather than impurities themselves. Although ma­
jority carrier density decreases a lot compared 
to the impurity density in depletion layers, the 
simulations for one-dimensional abrupt junctions 
(Fig. 7) show that the depletion layer widths are 
reduced, and that the majority carrier densities 
become closer to the impurity densities, depend­
ing on the excited carrier density. Therefore, the 
relation between the measured potential and the 
logarithm of the impurity concentration is linear 
in most of the important region for MOS device 
evaluation. 

From the theoretical explanation above and the 
fitting between the potential and the concentra­
tion in Fig. 5, we can draw a conversion curve 
for this specimen (Fig. 8). From this conversion 
curve, the potential image (Fig. 4 (b)) can be 
replaced by a contour image (Fig. 9). 

Further theoretical consideration shows that 
the dopant concentration sensitivity of our 
method depends on the acceptor density in the 
well and is better than 2 x 1017 cm-3 in this 
MOSFE!, and that the spatial res?lution of this 
method IS better than 10 nm for htgh concentra-
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Figure 7. Simulations for one-dimensional abrupt 
junctions. Excited carriers reduce the depletion­
layer width and make majority carrier density 
closer to the impurity density. 
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Figure 8. A conversion curve from the potential 
to the impurity concentration. 

tions and better than several tens of nm for a 
concentration of 1017 cm-3 .10 

5 CONCLUSION 

We represent a new method to evaluate 
the impurity diffusion layers in a metal-oxide­
semiconductor field-effect transistor (MOSFET) 
cross-section. The technique integrates poten­
tial generation due to the photovoltaic effect and 
scanning tunneling spectroscopy-atomic force mi­
croscopy. This potential distribution on a MOS­
FET cross-section can be fitted to the distri­
bution of the impurity concentration measured 
by secondary ion mass spectroscopy (SIMS). 
The method enables the observation of two­
dimensional distributions of impurity concentra-
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Figure 9. Impurity concentration image derived 
from the potential image (Fig. 4 (b)). 

tion. Our method represents an efficient way to 
clarify the correspondence between semiconduc­
tor fabrication conditions and process/device sim­
ulations. 
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