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We review the self-consistent first-principles calculations for defect energies in metals, such as impurity­
impurity, probe-impurity, and vacancy-impurity interaction energies. The calculations are based on the 
density-functional theory in the local-spin-density approximation (LSDA). The non-local effects beyond 
the LSDA are also examined using the generalized-gradient approximation. We also discuss the accuracy 
of the frozen-potential approximation which is practically needed for the calculation of interaction ener­
gies of complex systems, such as effective-pair interaction energies in random alloys. 

1. INTRODUCTION 

The knowledge of defect interactions in solids, 
such as impurity-impurity (I-I), probe-impurity 
(P-I), and vacancy-impurity (V-I) interaction en­
ergies, is indispensable for understanding many 
basic processes, such as diffusion, short-range or­
der, segregation, ordering, etc. Krolas et al suc­
cessfully measured the interaction energies of im­
purities with probe atoms (99 Rh, 100 Pd, 111 Ag, 
111 In) in metals by use of perturbed angular cor­
relation (PAC) experiments [1]. 

In the present paper we first review the present 
status of the calculations of point defect inter­
action in metals. The calculations apply the 
Korringa-Kohn-Rostoker (KKR) Green's func­
tion method for impurities and are based on 
the local-spin-density approximation (LSDA) of 
density-functional theory [2]. The non-local ef­
fects beyond the LSDA are also examined within 
the generalized-gradient approximation (GGA) 
proposed by Perdew and Wang [3]. We show in 
section 2 that the full self-consistent LSDA ca.l­
culations based on the Kohn-Sham scheme repro­
duce reasonably well available experimental val­
ues for interaction energies [1] and that the con­
tribution from the non-local effects mostly cancels 
out for P-I and I-I interactions except for V-1. 

We next discuss the accuracy of the frozen­
potential approximation (FPA), which may have 
its practical usefulness for complex systems which 
prohibit the full self-consistent treatment em­
ployed above due to computational or numerical 
problems. It is easily anticipated that the calcu­
lations of effective-pair interaction energies 
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in random alloys need huge computing times be­
cause the Kohn-Sham equation must be solved for 
many atomic arrangements with symmetry com­
pared with systems such as point defects, at dif­
ferent average concentrations [2]. We assess its 
accuracy for two examples, exchange interaction 
energies (3.1) and interaction energies (3.2) of im­
purity dimers. 

2. LSDA and GGA RESULTS of P-1 and 
V-1 PAIRS in Ag, Pd, and Rh 

We note that in the present GGA calculations 
the non-local effects are taken into account only 
for the potentials in the impurity cluster [2], but 
not for the host Green's functions. 

Figure 1 shows the caluclated results for the 
interaction energies of P-I and V-I (I= 3d and 4sp 
impurities, P = In PAC probe) pairs in Ag , Pd, 
and Rh. The measured values obtained by Krolas 
[1] are also shown, although with the exception 
of the In probe in Ag very few experimental re­
sults exist. It is noted that the chemical trends of 
available PAC results are reproduced reasonably 
by the LSDA calculations. The non-local effects, 
being the difference between LSDA ( o, •) and 
GGA (.6, A) calculations, are very small (~ 0.01 
e V for most cases considered here) However, it is 
also seen in Fig. 1 that the non-local effects be­
come quantitatively important for the V-1 (I= 3d 
impurities) interaction energies. The increase of 
the contribution due to the non-local effects may 
be easily expected since the variation of 3d impu­
rity charge density increases by the neighboring of 
a vacancy. The micromechansm of the chemical 



trends of these interaction energies are already 
discussed [2,5]. We believe that the discrepancies 
between the calculated and measured values are 
probably due to the lattice relaxation effects ne­
glected in the present approach since the same 
calculations reproduce almost exactly the exper­
imental values for systems where impurities and 
hosts are located on the same row of the periodic 
table, such as those for 4d and 5sp impurities in­
teracting with a In probe in Ag [2]. 
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Figure 1. Calculated interaction energies of 3d 
and 4sp impurities with 111 In PAC probe in 
Ag(a), Pd(b), and Rh( c), based on the LSDA and 
GGA. The crosses ( +) denote experimental val­
ues[!). 
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3. FROZEN-POTENTIAL APPROXI­

MATION 

The purpose of this section is tu clarify 
the accuracy of the frozen-potential approxillla­
t.iou(FPA) [4] which may be useful for cmuplex 
syst.erns since it eliminates the need for self­
cousisteucy iterations by explicitly usiug the vari­
ational principle in the density-functioual for­
malism and allows to calculate the total-energy 
changes only by use of the band-energy chauges. 
We give the calculated results for the exchange in­
teraction energies of 3d impurity dimers in Cu (iu 
3.1) and for thP iuteractiou energies of ;{J aiHl ·L>p 
impurities in Cu and Ni (in 3.2). In the present 
work t.he frozen-potentials are determined by (lt'l'­

forming fully self-consistent calculations for sin­
gle impurities in Cu and Ni; the potentials up 
to the uearest. neighbors of impurities are deter­
mined self-consistently. All the calculations are 
based on the LSDA. 

3.1 Exchange interaction energies of 
3d impul"ity dimers in Cu 

Figure 2 shows the calculated results for 
the exchange interaction energies, defined as 
the difference between the total energy of aHti­
ferrromaguetic, E .. 4 F, and ferromagnPtic. l::r-, 
configuratioas. The self-coasistent results are 
also showu for comparison. It is obvious fru111 
Fig. 2 that. the FPA leads to nice agree1uent with 
the full self-consistent. results. It may abo be seen 
that the FPA works almost exactly for the weaker 
interaction at longer distances (see Figs. 2(c), 
2(d)); the weaker the interaction is, the better 
the FPA. This may be expected because the FPA 
treats the tot.al-euergy differnces accurately up to 
the first order of poteutial changes. 

3.2 Interaction energies of 3d and 4:;p 
impurity dimers in Cu and Ni 

Figure 3 shows the calculated results fur the 
interaction energies. It is noted that the FPA re­

produces reasouably well the chemical tremls of 
the full self-consistent results although tlJe q.uau­
titative agreements are not. as good as for the ex­
change interaction energies; the differe11ce for the 
dimer binding becomes large 
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Figure 2. Calculated exchange interaction ener­
gies ( +) of 3d impurity dimers in Cu, obtained 
by the frozen-potential approximation. The re­
sults up to 4-th neighbors are shown. The self­
consistent results (full line) are also shown for 
comparison; the calculations have also been per­
formed for noninteger nuclear charges. 
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Figure 3 Calculated nearest-neighbor interaction 
energies (dotted line) of 3d and 5sp impurity 
dimers in Cu (•) and Ni(&), obtained by the 
frozen-potential approximation. The fully self­
consistent results (full line) are also shown for 
companson. 

for an early 3d impurity (V) and for 4sp impu­
rities. The electrostatic energy (negative contri­
bution) due to the charge transfer between the 
impurities and the neighboring host atoms, be­
comes also important for these impurities; it is 
seen that the interaction energies become more 
negative (attractive) by the FPA than by the full 
scf calculations since the charge transfer, causing 
the intercell eletrostatic energy, is overestimated 
by the FPA. However it is also seen in Fig. 3 
that the FPA works even quantitatively for the 
impurities ( Cr, Mn Fe, Co) located on neighbor­
ing positions of the host elements (Cu, Ni) in the 
periodic table. Presumably this result means that 



the perturbation and charge transfer is small for 
these impurities. We also obtained similar results . 
for 4d and 5sp impurity dimers in Pd and Rh. 
Thus we may conclude that the FPA may be use­
ful for transition metal alloys of similar elements 
located on neighboring positions in the periodic 
table. This may justify the qualitative success 
of noniterative tight-binding calculations which 
have been used very often for the heats of forma­
tion of the transition-metal alloys [6). The de­
tails, including the calculated results for 4d and 
5sp impurity dimers in Pd and Rh as well as the 
interaction energies for longer distances, will be 
discussed dsewhere [7]. 

4.CONCLUSION 

We discussed the present status of first­
principles calculations of defect interaction en­
ergies in metals. For the defect energies of the 
simple systems such as point defects the highly 
accurate full self-consistent calculations are now 
easily performed, as shown in the present paper. 
The lattice distortion effects, becoming impor­
tant for the impurities with large lattice-misfit, 
are also under study [8]. On the other hand, for 
effective-pair interaction energies in random al­
loys, being configurationally averaged quantities, 
it is still difficult to carry through the full Kohn­
Sham scheme because of huge computing times. 
In order to treat such complex systems we have 
examined the accuracy of FPA, one of the non­
iterative approaches which seem to be useful for 
the study of these systems. The calculations us­
ing the FPA for the random alloys are now in 
progress [2,9). 
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